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Abstract 

Temperature-modulated calorimetry (TMC) allows the experimental evaluation of the kinetic 
parameters of the glass transition from quasi-isothermal experiments. In this paper, model cal- 
culations based on experimental data are presented for the total and reversing apparent heat ca- 
pacities on heating and cooling through the glass transition region as a function of heating rate 
and modulation frequency for the modulated differential scanning calorimeter (MDSC). Amor- 
phous poly(ethylene terephthalate) (PET) is used as the example polymer and a simple first-order 
kinetics is fitted to the data. The total heat flow carries the hysteresis information (enthalpy re- 
laxation, thermal history) and indications of changes in modulation frequency due to the glass 
transition. The reversing heat flow permits the assessment of the first and higher harmonics of 
the apparent heat capacities. The computations are carried out by numerical integrations with up 
to 5000 steps. Comparisons of the calculations with experiments are possible. As one moves fur- 
ther from equilibrium, i.e. the liquid state, cooperative kinetics must be used to match model and 
experiment. 

Keywords: enthalpy relaxation, glass transition, heat capacity, heat flow calorimeter, hysteresis, 
poly(ethylene terephthalate), temperature-modulated calorimetry, TMC 

Introduction 

The  kinetics of  the glass transit ion has been a topic of  long-standing interest.  In 
the past ,  mos t  data were collected with mechanical  and dielectric probes  [1]. Only  
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one early investigation of the kinetics of the glass transition was based on cal- 
orimetry (dynamic differential thermal analysis, DDTA) [2]. The model calcula- 
tions of this paper are based on temperature-modulated calorimetry (TMC). Spe- 
ciftcally, a temperature-modulated differential scanning calorimetry (TMDSC) of 
the heat-flux type was used to generate the parameters for the modeling (Modulated 
DSC of TA Instruments, MDSCT~t). 

The modulated temperature consists in MDSC of a sinusoidal oscillation super- 
imposed on an underlying heating rate dT/dt = < q > [3]. At steady state the sample 
temperature is [4]: 

Ts(t) = To + <q > t - < q >--~ + A sin(o)t - e) (I) 

where To is the temperature at the start of the experiment; Cs, the heat capacity of 
the sample calorimeter (sample+pan); K, the Newton's law constant [5]; A, the 
maximum amplitude of the sample-temperature modulation; co, the modulation fre- 
quency 2n/p (p = modulation period in seconds); and e is the phase shift relative to 
the temperature oscillation of the heater (block). An analogous equations holds for 
the reference temperature, Tr (maximum amplitude Ar and phase shift 9). The tem- 
perature difference, AT= Tr-Ts (maximum amplitude AA and phase shift 8) is pro- 
portional to the heat flow (HF). 

Measurements with TMDSC have two time scales, one due to the underlying 
heating rate and one due to the modulation. As soon as the heat capacity becomes 
time-dependent (apparent heat capacity), the two time scales cause different effects 
on the measurement. The separation of the effects due to the underlying heating rate 
and the modulation are the main topic of the paper. The computations made use of 
data on amorphous poly(ethylene terephthalate) (PET). 

The heat capacity due to the modulation, the "reversing" heat capacity, is sepa- 
rated from the "total heat capacity" due to the underlying heating rate < q > by a 
pseudo-isothermal analysis. The change in AT at time t due to modulation alone is 
approximated by AT(t)-< AT> with the average taken over t+_p/2. Evaluation of the 
calibration constant and the maximum amplitude of the temperature difference, AA, 
which is proportional to the maximum heat flow amplitude Ant, gives the "revers- 
ing" heat capacity as long as the temperature gradient within the sample is negli- 
gible and steady state has been achieved [4]: 

mCp = --~ + C,2 "= " '~XtK (2) 

where A and co are parameters set at the beginning of the experiment, and C' is the 
heat capacity of the empty reference pan of identical mass to the empty sample pan. 
The calibration constant K is independent of modulation frequency and reference 
heat capacity. The commonly measured calibration constant K' changes for runs 
with different c0 and C'. The "total heat capacity," in turn, is extracted from the 
data without the modulation effects by appropriate averaging: 
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m_tOtal K<AT> K"<HF> (3) C p - <q> - <q> 

where K is the same Newton's law constant as in Eq. (20). In case the heat capacity 
at a given temperature is independent of time, Eqs (2) and (3) give the same result. 

The conditions for the approach of the calorimeter to steady state have been ex- 
plored [6] and it was shown that small samples can at present be studied by TMDSC 
over about one order of magnitude of change in time scale [7]. The parameters for 
the description of the time-dependence of the heat capacity of PET were evaluated 
by quasi-isothermal, frequency-dependent, measurements of the "reversing" heat 
capacity [8] [ < q >  =0 in Eq. (1)]. Details are presented in [9]. Comparisons of 
calculations using irreversible thermodynamics, linked to the hole-theory of liquids 
as described in [2] with experiments have shown agreement, as long as the maxi- 
mum modulation amplitude is small (-0.1 K) and the distance in temperature from 
the equilibrium melt is small (=5 K). An approximate correspondence is maintained 
at larger distances from equilibrium and at larger amplitudes [10]. In the present 
paper data are computed that extend beyond the limits of present experimentation 
and permit predictions of possible future applications. Furthermore the results help 
to gain a better understanding of the "reversing" Cp. 

Details of the simulations 

Computation of  the MDSC output from a given heat f low 

To link any computed heat flow to the expected output from the calorimeter, the 
commercial software of data analysis by the modulated DSC of TA Instruments, 
MDSC TM, was modeled with the Lotus 1-2-3 TM spread sheet (Version 4), assuming 
steady state was maintained and a negligible temperature gradient exists within the 
sample [11]. Briefly, the instantaneous amplitudes of the heat flow at t, HF(t), is 
used to compute the Fourier components that are out-of-phase and in-phase with the 
reference modulation sin cot at the heater: 

HFeos(t) = [HF(t) - <HF(t) > ] coso~t [= AHF sin(ot - 5) coso~t] (4) 

HFsin(t) = [HF(t) - <HF(t)> ] sintot [= AnF sin(0~t - 5) sincot] (5) 

where the average < HF(t) > is taken over one modulation period and can be used to 
compute the "total" heat capacity using Eq. (3). If tl, t2, and t3 are the times defining 
successive intervals of p/2 in direction from the last to the first measured point, and 
n is the number of points determined per cycle, the average at t2 is given by: 

l m  t5 

<HF(t2) > = ~ Z  HF(t) 
t3 

(6) 

The difference [HF(t)-< HF(t) > ] in Eqs (4) and (5) represents the modulation am- 
plitude without the effect of the underlying heating rate < q > ,  i.e. Eqs (4) and (5) 
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simulate a pseudo-isothermal analysis of the experiment described by Eq. (1). The sec- 
ond parts of Eqs (4) and (5), written in brackets, represent the corresponding mathe- 
matical equivalents of the components of the modulated heat flow with a phase-shifted 
response. This is followed by further averaging (integrating) over one full period p: 

t I 

HFr 
t 3 

<HFc~(t2)> - n [= <AHF/2 sinS>] (7) 

t I 

HFsin(t) 
t 3 

<HFsin(t2)> - n [= <AHF/2 tOSS>] (8) 

The equations in brackets are obtained by integration of the bracketed Eqs (4) and 
(5). Simple vector addition of Eqs (7) and (8) gives then the maximum amplitude 
of modulation of HF: 

<AHF(t2)> = 2~l<HFsin(t2)> 2 + < n F c ~ ( t 2 ) >  2 (9) 

which can be used to calculate the "reversing" heat capacity, using Eq. (2). 
Equation (6) is also the constant bo when expressing the heat flow as a Fourier 

series with period p: 

v=** " 2~vt + by cos t HE(t) = bo + av sm P - 7  
v=l t. 

(i0) 

The constant bo and the maximum amplitudes av and by are given by: 

+p/2 
1 

bo = -p I HF(t)dt 
-p/2 

(11) 

+p/2 

= ~ _  HF(t) sin t t av 
-p/2 

(12) 

+p/2 

by = ~-~ - HF(O cos t t 
-p/2 

(13) 

where v is a running integer starting from 1. Equations (7) and (8) correspond then 
to the coefficients bl and ab representing the first harmonics of the Fourier series; 
and bo is the total heat flow < H F ( t ) > .  The analysis can easily be extended to the 
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the MDSC software, as described in Ref. [11]. The shorter time intervals for all data 
but the total heat.flow HF(t) indicate the restrictions due to the calculations of Eqs 
(4) to (8). Further smoothing of the output A ,̂ as done in the MDSC software, would 
limit the information gained from the 400 s interval of data for heat flow to 100 s 
(150 to 250 s) 

second, third, and higher harmonics by using vo)t in Eqs (4) and (5) with v=2 ,  3, 
and higher, respectively. 

Figure 1 illustrates the analysis of the amplitude HF(t) in the presence of a constant 
heat flow <HF> of 1.75, a modulation period of 100 s, and a maximum modulation 
amplitude Azi of 1.00 for phase shift values relative to 0~t of 6--0, n/4, re/3 and rW2. 
The heat capacities could be computed from either < HF> or AA, using Eqs (2) or 
(3). Both values would be identical for reversing changes in the given time frame. 
Figure 1 shows also the components of Eqs (4) and (5) as a function of the phase 
shift 8. For the other three quadrants of the phase shift, corresponding sine and co- 
sine components result. The integral expressions of Eqs (7) and (8) are the lower 
two bolded horizontals, and their vector sum, given by Eq. (9), results in the ex- 
pected <HF>. The output of Eq. (9) from the MDSC software is smoothed fur- 
ther by averaging once more [6, 11]. To enable a more detailed analysis of the in- 
fluence of the glass transition kinetics, this final smoothing is omitted in all the 
simulations presented in this paper. 

In the next section it will be shown how in the glass transition region the heat 
flow is altered. The Results section will then show the expected apparent heat capaci- 
ties under various modulation frequency, distance from equilibrium, and underlying 
heating rate when using the just summarized simulation of the MDSC analysis. 
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Kinetics of the glass transition and its simulation 

In the liquid state, longer times are necessary to reach thermal equilibrium than in 
the solid because of the need of the molecules to undergo larger, cooperative, structural 
changes. A simple model for the representation of these motions has been given in 
terms of the hole theory, i.e. the larger expansivity of liquids and the slower response 
to changes in temperature are assumed to be due to changes in an equilibrium of holes. 
The equilibrium number of holes is N*, each contributing an energy eh tO the en- 
thalpy. The hole contribution to the heat capacity is then given by the change in number 
of holes with temperature under equilibrium conditions, so that the heat capacity is [2]: 

Cp(liquid) = Cpo + E h dN(Ld~_ 1 (14) 

where Cpo is the instantaneous, vibrational response of the sample to a temperature 
change. Creation, motion, and destructions of holes are cooperative, kinetic pro- 
cesses and may be slow. This leads to deviations from Eq. (14) if the measurement 
is carried out faster than the kinetics allows. Applied to the glass transition, one can 
write a simple, first-order kinetics expression to describe the time-dependent, ap- 
parent heat capacity in the glass-transition region [2]: 

( ~ - )  = --I(N" - N) "c (15) 

where N represents the instantaneous number of holes, N*, the equilibrium number 
of holes, and "c is the relaxation time for the formation of holes. Both, N* and ~ are 
dependent on temperature [2] and through Eq. (1) on time. Equation (15) can also 
be derived from other representations of the time dependence of the glass transi- 
tion. Most general would be the use of irreversible thermodynamics. In this case 
1/'~ is proportional to the curvature of the free energy relative to the relaxing inter- 
hal variable at equilibrium [5]. Approximate solutions of Eq. (15), of use for vari- 
ous modes of TMDSC, have been discussed [12, 13]. The limits of applicability of 
Eq. (15) at larger distance from equilibrium involve the dependence of "~ on N and 
deviations from the assumed simple exponential dependence of'c on temperature. A 
more detailed discussion of these limits and their possible correction with addi- 
tional fitting parameters is given in Ref. [9]. 

For the present simulations, a numerical integration of Eq. (15) is used with the 
experimental temperature dependence of "~ and N* [9]. For the limited temperature 
range of the glass transition region, one can assume that both N* and -~ have an Ar- 
rhenius-type temperature dependence. The glass-transition range is then divided 
into time intervals, At, of one second, each with a constant N* and an average value 
of "c. The value of N at the end of the one-second interval is given after integration 
over the one-second intervals by: 

Ni = Ni* _ (Ni* _ Ni_l ) e - A V ~  (16) 

with i representing the running index of time. Because of the one-second intervals, 
i equals t. 
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Figure 2 shows a sample calculation of N, N*, and AN on cooling (A) and heat- 
ing (B). On cooling the modulation freezes at a value of N that corresponds to the 
equilibrium number of holes at 340.34 K, the fictive temperature. Subsequent heat- 
ing of the glass produced in the cooling some hysteresis behavior (Fig. 2B, enthalpy 
relaxation) [2, 7]. 

Using the heat flow HF(t) =ANxen, with AN as shown in Fig. 2, one can calcu- 
late the various Fourier components of Eq. (10). With Eq. (3) one can then calcu- 
late the heat capacities corresponding to the total heat flow <HF(t)> [component 
bo of Eq. (10)]. In Fig. 3, the heavier curves show this total heat capacity C0(total ). 
In the glass transition region there is still some evidence of periodic changes. A de- 
tailed analysis with larger modulation amplitudes has shown that this remaining ef- 
fect, which is largely lost by further smoothing, is due to a small frequency shift of 
the modulation, resulting from the different time effects of the constant underlying 
cooling or heating rates and the modulation [10]. 

Equation (2) permits, next, to calculate the first harmonic response to the tem- 
perature modulation, using Eqs (4) to (9), as shown in Fig. 1. This represents the 
pseudo-isothermal evaluation by determining first HF(t)-bo and using the Fourier 
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Fig. 2 Sample calculation of the changes of the equilibrium number of  holes, N*, the instan- 
taneous number of holes, N, and the difference, AN. A, on cooling, B, on heating. 
The fictive temperature indicates at what temperature the equilibrium number of 
holes would be equal to N in the temperature region where AN=0  
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Fig. 3 Separation of the data of Fig. 2 into the total heat capacity, Cp(total), and first har- 
monic component ("reversing" heat capacity of the MDSC s6ftware), using the 
method illustrated in Fig. 1. The remaining modulation of the various curves is due 
to the frequency shift, caused by the interaction between underlying heating rate and 
modulation frequency [10]. A, on cooling, B, on heating 

components al and bl, Eqs (12) and (13), for the calculation of AA for Eq. (3). Fig- 
ure 3 shows the example analyzed in Fig. 2. In the liquid temperature region (above 
360 K) and in the glassy temperature region (below 320 K) the standard method of 
measurement of heat capacity of Eq. (3) and the pseudo-isothermal method of com- 
putation of the "reversing" heat capacity of Eq. (2) give the same values. In the in- 
tervening glass transition region, the time dependence must be considered. 

Figure 4 illustrates that there is still a second harmonic response to the tempera- 
ture modulation (based on the Fourier components a2 and b2). This second har- 
monic response represents only 2.8 and 4.5% of the total enthalpy integrated from 
322.5 to 360 K for cooling and heating, respectively. The reason for a heat-capacity 
component with double the frequency of modulation is the faster relaxation time 
during the high-temperature portion of the cycle [ 12]. 

Even higher harmonics contribute even less to the heat capacity than the second 
harmonics (i.e. on cooling, the third harmonics reaches under the conditions of 
Figs 2 to 4 1.31 % of the integrated total enthalpy change between 322.5 and 360 K, 
while the fourth harmonic reaches 0.9%). Much of these higher harmonic contri- 
butions beyond v =2 are linked to the frequency shift of the heat flow relative to the 
modulation. Comparison with the experimental data would require one further 
smoothing step that was omitted in the present calculation to discern the detailed 
glass transition effects. 

Results 

The input parameters for the simulations were derived from three sets of quasi- 
isothermal measurements of the glass transition of amorphous poly(ethylene tere- 
phthalate) (PET). The experiments are described [9] and the pertinent results are 
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Fig. 4 Separation of the data of Fig. 2 into the total heat capacity and second harmonic com- 
ponent adapting the method illustrated in Fig. 1. A, on cooling, B, on heating 

listed in Table 1. The measurements [9] were carried out quasi-isothermally be- 
tween 320 and 390 K at intervals of 2 K with modulation periods of 30, 60 and 90 
s and corresponding sample temperature amplitudes of 0.5, 1.0 and 1.5 K, respec- 
tively, so that the maximum heating rates were 6.3 K rain -~ in all experiments. The 
activation energies derived for each set of experiments were then extrapolated to 
zero amplitude. Values for semicrystalline and drawn films are available [9]. 

First, the heat capacities corresponding to the first harmonic of the modulation at 
zero modulation amplitude were computed from the experimental data (reversing heat 
capacity signal, Fig. 3). The experimental activation parameters were used to extra-po- 
late to modulation periods ranging from 0.01 to 120 s. The results are shown in Fig. 5. 

Next, the change of number of holes with time at different modulation frequen- 
cies was calculated with the parameters of Table 1, and is illustrated for one exam- 
ple in Fig. 2. The underlying heating and cooling rates < q > were chosen to be 
2.5 K rain -1 and the modulation period was varied from 10 to 120 s. The low modu- 
lation amplitude of 0.1 K was used to minimize the interference between the under- 
lying heating rate and the modulation frequency, as discussed in Ref. [9]. Each 
cooling simulation was followed by heating. Cooling at 2.5 K min -1 yields a glass 
with 3.7105 moles of holes frozen in the glassy state when using the parameters of 
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Table 1 Input data for amorphous poly(ethylene terephthalate) 

Property Equation or value Unit 
Hole energy, ~ 4700 I mo1-1 
Equilibrium number of holes, N* 19.53 exp(--e.h/RT) mol 
Activation energy Ej 328,000 J mol -l 
Ej(t) 5.59x10 "49 exp(~/RT) second 

Molar mass, MW 18,000 Da 
ACp at glass transition 84.164 J (K tool) -1 
Glass transition temperature, T s 346.5 K 
Repeating unit mass, MQ 192.2 Da 

Table 1 (Fig. 2A). This corresponds to the equilibrium number of holes at a (fic- 
tive) temperature of 340.34 K. The changes in the number of holes is converted to 
the total reversing, first harmonic heat flow by the method illustrated in Fig. 1. Us- 
ing Eqs (2) and (3) heat capacities were calculated, as shown in Fig. 3. Finally, the 
heat capacities were summed over the available full modulation cycles to approxi- 
mate the involved enthalpies. Figure 1 shows that in the simulations without 
smoothing, data on AA are available only one cycle after the first heat-flow value 
and one cycle before the last. While the simulations ran always between 320 and 
362.5 K, the enthalpies could thus only be determined between somewhat shorter 
temperature ranges that differ for each chosen period. For example for p = 10 s, the 
1000 heat capacity amplitudes between 320.4 and 362.1 K were summed, divided by 
1000, and multiplied with the temperature difference of 41.7 K. The results for all 
simulations are listed in Table 2. 

The analysis of the dependence on modulation frequency was followed by a 
check of the change in freezing and unfreezing at a fixed modulation period of 20 s, 
but changing the underlying heating rate from 0.25 to 10.0 K min -I. From curves 
as shown in Fig. 3 the glass transition temperatures were extracted at the point 
where half the change of heat capacity had occurred. Table 3 shows the data. 
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Fig. 5 Reversing heat capacity of poly(ethylene terephthalate) as a function of modulation pe- 
riod. Computed using quasi-isothermal data of Ref. [9] extrapolated to zero modula- 
tion amplitude 
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Finally, the enthalpy relaxation on heating was analyzed by simulating the heating 
of glasses with fictive temperatures from 350 to 325 K on heating at 2.5 K min -1, at a 
modulation period of 20 s and an amplitude of 0.1 K. Table 4 shows the results, Fig. 3B 
an example. 

Table 2 Frequency dependence of the enthalpy contributions 

Range of T~ Cooling Heating 

p/s  K H(tot)/J H(lst harmonic/J H(tot)/J H(lst harmonic/J 

10 320.4-362.1 1833 866 1830 917 

20 320.8-361.7 1798 990 1795 1097 

40 321.7-360.8 1728 1060 1726 1261 

60 322.5-360.0 1659 1062 1757 1344 

120 325.0-355.0 1337 887 1338 1555 

Table 3 Dependence of the glass transition temperature in K on < q >  * 

< q > /  Tg from Cp (total) Tg from Cp (lst harmonic) Tg from Cp (lst harmonic) 

K min -1 on cooling on cooling on heating 

0.25 334.2 349.5 349.6 

0.60 336.6 349.7 349.6 

1.25 339.4 350.5 349.1 

2.50 341.9 351.5 348.2 

5.00 345.1 352.9 346.5** 

I0.0 349.2 355.5 342.6** 

*The quasi-isothermal glass transition temperature at p =20 s is 349.3 K (Fig. 5) 
**The hysteresis peak and the reversing Cp overlap. 

Discussion 

The simulation method illustrated in Figs 1 to 4 permits the detailed correlation 
of the effect of the kinetics of a slow process on the analysis of data by TMDSC. 
The key condition for the applicability of this analysis is that there is only a negli- 
gible temperature gradient within the sample and steady state is maintained during 
the modulation cycles. To get highest precision in kinetics, it may be necessary to 
use small sample masses and sample geometries that maximize heat transfer. The 
calorimeter most suitable for such analysis must have a quick response without sac- 
rifice of the precision of temperature measurement. The assumed first order kinet- 
ics of Eq. (15) can easily be changed if more information about the particular pro- 
cess is available. 

A comparison of Figs 2A and 3A shows that the modulation of the number of 
holes on cooling stops long before the slow approach to the fictive temperature is 
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Table 4 Dependence of the enthalpy contributions on the fictive temperature* 

Fictive temp,/K Holes at time zero/mol H(total)/J H(lst  harmonic)/J 

350.0 3.885 974.0 1085.6 

347.5 3.840 1186.3 1085.8 

345.0 3.795 1397.7 1087.9 

342.5 3.746 1628,0 1092.5 

340.34 3.7105 1794.8 1097.3 

337.5 3.659 2036.8 1105.9 

335.0 3.614 2248.3 1114.5 

332.5 3.568 2464.5 1123.7 

330.0 3.522 2680,1 1133.2 

327.5 3.477 2892.1 1142.6 

325.0 3.431 3108.3 1152.3 

< q >  =2.5 Kmin -1, A=O.1 K, p=20 s. The data are obtained by summing from 320.8 to 
361.7 K, see Fig. 3B and Table 2. The cooling data are: H(tot)=1798.0; H(lst harmonic)= 
989.8 J. 

complete. As a result, the glass transition temperature extracted from the total heat 
flow is much lower (see also Table 3). The same is true for the heating (Figs 2B and 
3B). The continuous approach to N*, the enthalpy relaxation, starts much earlier 
than the modulation. Note that initially the enthalpy relaxation is exothermic, then 
it changes to endothermic. Comparisons with experiments [2, 10] revealed that at 
such distance from equilibrium (the liquid state) the first-order kinetics does not 
hold. The measured exotherm is much smaller than calculated, or not observable at 
all. It is hoped that analyses of the type presented here will help in devising a better 
mathematical description. A check of Figs 4A and B suggests that the second har- 
monic is rather small, so that the "reversing" heat capacity calculated with the 
MDSC software of TA Instruments [Eqs (4--9)] which represents only the first har- 
monic response is close to the full reversible effect, but still only an approximation. 

Figure 5 is based on the experimental data extrapolated to zero modulation am- 
plitude. Because of the fit of the relaxation time to an Arrhenius expression and the 
omission of consideration of the asymmetry of the approach to equilibrium at larger 
distance from equilibrium, it is likely that long extrapolations beyond the experi- 
mental frequency range of p=30-100 s are not valid [9], but may serve to establish 
the limit of the analysis presented in this paper. 

The enthalpies calculated by summing the steps of the simulation show that, as 
expected, the total enthalpies on heating and cooling, H(tot), are equal, as required 
by the first law of thermodynamics. The remaining small differences of I-3 J are 
due to the slight differences of the annealing trends included in the averaging that 
extends beyond the summations. The decrease in the total enthalpy on cooling and 
heating results exclusively from the decrease in temperature range of the summa- 
tions. The heating and the cooling curves of Cp(total) shown in Figs 3A and B can 
be superimposed for the different modulation periods except for the small osciUa- 

J. Thermal Anal., 49, 1997 



WUNDERLICH, OKAZAKI: MODULATED DSC 69 

tions due to a minor frequency shift in the glass transition region, discussed in [9]. 
The glass transition temperature on cooling is 341.9 K (Table 3), much less than for 
the first harmonic (Fig. 5). The reason for this difference are the different time 
scales for the two measurements. The total heat flow that governs Cp(total) extends 
over the much longer annealing time available for the linear cooling experiment 
than for one modulation cycle (Fig. 2). A direct comparison of the glass transition 
of similar p and q, often attempted in comparing glass transitions from different 
analysis methods [1], is thus difficult. On heating, the temperature where Cp(tOtal) 
has reached half its increase is not the glass transition since it does not correspond 
to the point of half-devitrification. The heat capacity value is obliterated by the en- 
thalpy relaxation. A comparison of the Tg from the reversing heat capacity and the 
total heat capacity shows that on faster cooling, the two time scales interact, in- 
creasing Tg of the 1st harmonic as much as the Tg of Cp(total). 

The "reversing" enthalpies should increase with increasing modulation period 
because of the shift of their glass transition to lower temperature, as shown in 
Fig. 5. For the heating experiments this is indeed the case (see the last column of 
Table 2). The difference between reversing enthalpy on cooling and heating, in 
turn, increases linearly with increasing modulation period p. It is zero at p = 0, and 
668 J at p = 120 s. This difference of the "reversing" heat capacities on heating and 
cooling in the presence of an underlying heating rate < q > was discussed in detail 
before [9]. The computation using Eq. (15) causes on cooling a shift of the apparent 
heat capacity to slightly higher temperature, and on heating, to lower temperature. 
The corresponding enthalpies in columns 4 and 6 document this change. Since the glass 
transition shifts on cooling with increasing p to lower temperature, and the integrated 
temperature interval decreases, one finds a maximum in column 4 of Table 2. This dis- 
crepancy between the "reversing" apparent heat capacities on cooling and heating de- 
creases with smaller underlying heating rate. Table 3 shows that differences between 
cooling and heating disappear as one approaches quasi-isothermal experiments. 

Table 4, finally, illustrates the increase in enthalpy relaxation contained in H(to- 
tal) as the fictive temperature decreases. All values must be compared to H(total) 
on cooling (1798 J). High fictive temperatures, as can be obtained on fast cooling, 
lead to an exothermic enthalpy relaxation, low fictive temperatures show an over- 
whelming endothermic effect. For a fictive temperature of 340.34 K, correspond- 
ing in Table 4 to the same cooling and heating rates, the enthalpy relaxation ap- 
proaches zero (equal amounts of exothermic contribution at low temperature and 
endothermic, at high temperature). One would expect that H(lst harmonic) on heat- 
ing would not be affected by this enthalpy relaxation. As a first approximation this 
is the case, all values in Table 4 are close to 1097. Inspecting the detailed curves, 
as for example in Fig. 3B, one sees, however, that the strong changes during the 
minima and maxima in the total heat capacity add small Fourier components to the 
"reversing" heat flow [Eqs (4) to (13)]. An exotherm in the total heat flow adds en- 
thalpy to the "reversing" heat flow, and an endotherm subtracts enthalpy. Below the 
fictive temperature of 340.34 K set on cooling, the deviations from 1097 J are ac- 
cordingly negative, and above they are positive. 
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Conclusion 

The simulation of the glass transition with a first order kinetics expression with 
parameters derived from quasi-isothermal experiments using TMDSC permit a dis- 
cussion of the observed apparent heat capacities. The comparison of numbers of 
holes (Fig. 2) with apparent heat capacities (Figs 3 and 4) clarifies many of the ob- 
served effects and points to the limits of the present theory. The most pressing need 
is, as already pointed out in [2] to develop a cooperative kinetics expression for vit- 
rification and devitrification beyond the present empirical expressions. The quanti- 
tative differences between experiment and computation, although small, may lead 
to progress. 
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